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ABSTRACT
The computational cost of transformer-based models has a qua-
dratic dependence on the length of the input sequence. This makes
it challenging to deploy these models in domains in which long
documents are especially lengthy, such as the legal domain. To
address this issue, we propose a three-stage cascading approach for
long document classification. We begin by filtering out likely irrel-
evant information with a lightweight logistic regression model be-
fore passing the more challenging inputs to the transformer-based
model. We evaluate our approach using CUAD, a legal dataset with
510 manually-annotated, long contracts. We find that the cascading
approach reduces training time by up to 80% while improving base-
line performance. We hypothesize that the gains in performance
stem from localizing the classification task of the transformer model
to particularly difficult examples.
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1 INTRODUCTION
Legal long document analysis—the task of detecting whether a long
legal document (e.g., a contract or lease) contains a particular type
of clause and then analyzing it—is a common and important task
for lawyers [21]. As part of due diligence, they may review a large
set of contracts in order to determine the prevalence of clauses
exposing a company to liability (e.g. force majeure provisions in
the aftermath of COVID-19) [16]. In promoting access to justice,
advocates may want to analyze the number of leases which contain
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oppressive or unenforceable terms [22]. Traditionally, this type
of inquiry has been onerous, requiring individual lawyers to sift
through many pages of documents in order to annotate and analyze
all relevant provisions.

In recent years, large language models (LLMs)—powered by the
transformer architecture [11]—have illustrated a remarkable capac-
ity to match or exceed human performance on a variety of natural
language tasks [5, 8, 11, 26, 30, 35]. Transformer models hold par-
ticular promise in the legal domain for two reasons. First, they can
be trained without supervision, thus reducing the amount of task
specific labeled data necessary to make good predictions. This is
particularly beneficial in the legal context, where collecting task
annotations can be prohibitively expensive [21]. Second, Trans-
former models rely on self-attention [36], allowing them to learn
high quality contextual representations of input text. This produces
higher performance on the types of lexically complex texts often
found in the legal domain [6, 43].

However, what significantly detracts from their utility is that
Transformer models are poorly suited for long document analy-
sis. Because the cost of computing self-attention is quadratic in
the length of the input sequence, most Transformer models are
trained with a fixed context window, and can only process a limited
number of tokens at a time. The most common window size for an
open-source LLM—512 tokens—translates to approximately 1 page
of text. In comparison, many legal documents can range between
thirty to a hundred pages. The inability for practitioners to fit the
legal document within the context window has thus significantly
limited the impact Transformer models have had for legal applica-
tions. While some closed-source LLMs such as OpenAI’s GPT-4 and
Anthropic’s Claude have a larger context window, processing an
entire legal document in one request often remains computation-
ally and/or economically infeasible [1, 31]. In addition, concerns
for data privacy and confidentiality preclude most law firms from
applying closed-source LLMs when serving and consulting their
clients [14, 17].

Although the existing literature has proposed two types of ap-
proaches to address the obstacles for long documents analysis, both
suffer from their own significant drawbacks when applied to the
legal domain. In the first approach, researchers have investigated
alternatives to the Transformer architecture, which may enable
longer context windows [39, 42]. However, these methods only
enable models with a context window up to 8,192 tokens (approx-
imately 16 pages of text). These context windows are still insuffi-
ciently large for many legal applications, and they can sometimes
perform worse than traditional Transformers [34]. Thus, under a
second approach, a long document is “segmented” into a set of
discrete chunks. A binary classification model is then applied to
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Figure 1: Our proposed workflow consists of three phases. In the first phase, we divide the input sequence into multiple chunks,
where we use the training data to select the offset size between chunks. In the second phase, we use a logistic regression model
to filter out chunks that are clearly irrelevant based on 100 bag-of-word features. In a last step, we feed the more challenging
examples to Transformer-based models (such as BERT and ERNIE) for training and inference.

each chunk, which returns a positive label if the model predicts any
of the segments to contain the provision in question [21]. However,
this approach is computationally expensive, as practitioners must
apply the Transformer model to each chunk in the document [21].

In this work, we present and study a novel workflow for per-
forming legal long document analysis that is inspired by cascading
classifiers [25, 37]. The intuition behind our approach is that much
of the text contained in a long legal document is often unrelated
to the task, and can thus be efficiently discarded without affecting
performance. Our proposed workflow consists of three steps (Fig-
ure 1). First, we efficiently partition a long document into smaller
sequences (“chunks”). Under minimal assumptions, our chunking
algorithm guarantees that the target sequence is fully contained
within at least one chunk, while minimizing the number of ad-
ditional chunks not containing the target sequence. Second, we
employ a computationally cheap classifier to efficiently discard
chunks with a low probability of containing the target sequence.
Finally, we apply a transformer model to the remaining chunks,
and generate predictions over them. To demonstrate the utility of
our approach, we consider the task of predicting the presence of
individual clauses in long contracts[21]. We find that our pipeline
improves performance while realizing significant gains in computa-
tional efficiency. Across three different clause-extraction tasks, we
find that our method on average reduces the Transformer model’s
training time by 68.96%, while surpassing baseline performance by
1.97% (𝑝∗ = 0.3).

This paper proceeds as follows. In Section 2, we discuss related
work and connect our workflow to prior approaches in computer
vision. In Section 3, we provide an overview of our pipeline and
discuss each of the three stages in greater detail. We present an
empirical study of our approach in Section 4, and discuss broader
implications in Section 5.

2 RELATEDWORK
Large languagemodels (LLMs)—also referred to as “foundationmod-
els” [4]—are million/billion parameter models trained on massive
corpora of unlabelled text. Over the last several years, LLMs have
demonstrated a consistent ability to outperform previous baselines
on a wide array of natural language understanding tasks [8, 26, 35].

More recently, these models have been studied in the legal context,
where their strong generalization capabilities mean that developers
can achieve high performance with significantly smaller labeled
datasets [6, 18, 43]. However, these models are typically trained
with fixed context windows, and thus are incapable of processing
longer input texts. As a result, their applications for legal tasks
involving long legal documents (e.g. contracts or judicial opinions)
are limited [6, 15, 21, 44].

In the context of law, approaches to extend the application of
LLMs to long documents fall into two categories. In the first set
of approaches, a document is divided into shorter, more manage-
able segments (“chunks”), which are sequentially processed by the
model [2, 19, 21, 23]. The model’s outputs over each chunk are then
combined. For instance, [38] generate embeddings for each segment,
and combine embeddings with a simple BiLSTMmodel. A downside
of these approaches is that efficiency gains are often insufficient
for practical use, because the number of chunks a model needs to
process is very large. For instance, with a context window of 128
tokens, the approach used by [21] would split a 40,000 sub-word
document into 312 segments to be fed into the LLM. For applica-
tions involving contracts—where only a subset of segments may
actually be relevant for a given task—this is exceptionally wasteful,
as the majority of segments are unrelated to the task [21].

In the second category of approaches, researchers have sought to
develop alternatives or modifications to the traditional Transformer
architecture which improve performance over longer sequences.
Methods for reducing the quadratic cost of self-attention include
adding sparsity [9] and using approximations for the self-attention
computation [7, 24]. Other approaches explore alternatives to the
traditional self-attention mechanism for the purpose of increasing
the context window size [3, 10, 13, 33, 39, 42]. For instance, [41]
extends [3] by pretraining on Chinese legal corpora with a context
window of 4,096 tokens, while [28] extend a legal Longformer to a
window size of 8,192 tokens. However, even larger context windows
are often insufficiently large for legal documents, which can exceed
one hundred pages. Additionally, for such long documents, models
which apply some combination of local and global attention may be
prohibitively expensive to employ. Finally, empirical results suggest
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that these simplified versions of self-attention perform poorer than
the standard Transformer architecture [34].

Our proposed pipeline is inspired by similar approaches for other
machine learning tasks. Broadly, these approaches use a “cheap”
classifier to filter out portions of the input that are unlikely to be
relevant of the task, before applying the more “expensive” classifier
to the filtered input. In computer vision, for instance, [37] developed
classifiers that can quickly discard background areas of an image so
that the downstream classifier can focus on the facial area. Applying
the same strategy to NLP, [20] uses visual cues to sift through legal
documents and isolate text of interest to feed the downstream LLM.
This approach can also be found in the context of named entity
recognition, where it is common for models to use simple heuristics
to prune down the space of possible labels to a “candidate list,”
before using a more sophisticated model to pick a predicted label
among the candidates [32, 40].

To our knowledge, two priorworks propose cascading approaches
to long document processing. First, [29] proposes TangoBERT, in
which a smaller model is used to classify high-confidence inputs
at inference time.1 This approach differs from ours insofar as it
focuses on reducing the computational cost only at the inference
stage, while we also reduce the cost during training significantly.
Additionally, [29] benchmarked on short text classification, where
the length of most of its input texts is shorter than 256 tokens.
Second, [12] proposes simultaneously training a “judge” and a “rea-
soner” model, where the judge model is used to select potentially
relevant sentences from the document, and the reasoner model is
tasked with generating a prediction over the concatenated selected
sentences. [12] differs from us insofar as they focus on QA tasks,
and both the judge and reasoner model are sophisticated Trans-
former based architectures. In contrast, our approach identifies
relevant spans in longer documents by efficiently segmenting the
document and utilizes a much simpler logistic regression classifier
to filter out irrelevant input sequences. Lastly, unlike both [29] and
[12], our specific focus lies on applications to the legal domain, and
we provide some tailored suggestions to utilize the approach in
this field. That said, in principle, the approaches provided by [29]
and us are complementary, and we leave for future work how to
combine them for further increases in computational efficiency.

3 METHODOLOGY
In our application, we treat the task as a binary classification task
of smaller text chunks. Our choice is motivated by the fact that,
in many real-world applications from the legal domain, readers
of the documents under investigation are interested in the con-
text under which the relevant text string appears. Providing them
with additional contextual information thus poses advantages over
contextualizing the task as a strict span identification task.

3.1 Data
We use CUAD for benchmarking. CUAD is a curated contracts
dataset with 25 types of agreements, ranging from IP to non-compete
agreements [21]. The contracts have been labeled using text spans
for a set of 41 contract clauses typically of importance to a reader
conducting contract review, such as effective dates and renewal
1The study was developed in parallel to our own work.

Table 1: Chunk statistics after applying our efficient chunk-
ing algorithm. A chunk that contains over 50% of any given
labeled span is considered positive. The table lists the num-
ber of positive/negative chunks for each of our three clause
types, separately for the training set and the test set.

Clause Type Training Testing
#positive #negative #positive #negative

Audit Rights 2,402 66,031 470 14,215
License Grant 3,271 65,162 728 13,957
Cap on Liability 1,657 37,356 319 8,060

terms. Among the different clauses, we focus on Audit Rights, Cap
on Liability and License Grant. We select these clauses because they
are of significant length, of substantive interest to a potential reader
and non-trivial to identify.

3.2 Classification Pipeline
Our classification pipeline consists of three steps. First, we divide
the long documents into smaller chunks, ensuring that each labeled
sequence is fully contained in at least one chunk. In a second step,
we feed the chunks into a logistic classifier that uses as input the
100 words with the highest information gains and predicts whether
the chunks contain the labeled sequence. In a last step, we feed
the chunks with a sufficiently high predicted probability of con-
taining the relevant label into a RoBERTa model to create our final
predictions. We describe each step in more detail below.

3.2.1 Chunking. A traditional approach to working with long in-
put strings is the “sliding-window” approach. In it, inputs are gen-
erated by sliding a fixed-size window over the long document by a
predetermined stride. However, this approach does not take advan-
tage of the known distribution of the labels’ length for a given task.
For tasks in which labeled spans are short, this approach generates
a redundant amount of inputs. For tasks in which spans are long, a
long stride creates the risk that none of the populated chunks fully
contains a span of interest.

In contrast, we propose a chunking process that utilizes infor-
mation on the distribution of the lengths of the labeled spans in
the training data and finds an efficient way to segment the docu-
ment, subject to the constraint that at least one chunk must fully
contain each of the labeled spans. More formally, let𝑊 be window
or chunk size and 𝑆 be the stride, i.e. the number of words by which
the window is moved. Further,𝑇 denotes the length of the text span
of interest. Then our chunking process chooses 𝑆 such that

max 𝑆

s.t. 𝑆 <𝑊 −𝑇𝑚𝑎𝑥
(1)

For every labeled span in the training set, as long as the stride
size is smaller than𝑊 −𝑇𝑚𝑎𝑥 , there exists one chunk where the
text is fully contained. In application, we set a lower bound of 𝑆
to 64 tokens to avoid generating too many chunks. For reference,
only 0.20% of the labeled spans in our experiments are longer than
𝑊 − 64 tokens.
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3.2.2 Filtering. Next, we featurize the text using a bag-of-words
model and feed a subset of the input features into a computation-
ally cheap classification algorithm. Among the range of plausible
candidates, we opt for a logistic classifier for its simplicity and com-
putational efficiency. For each input chunk, the logistic classifier
estimates a predicted probability 𝑝 that the chunk contains the
labeled sequence.

A key parameter of our classification pipeline is the threshold
parameter on the predicted probability, which we denote 𝑝∗. Ef-
fectively, this threshold parameter allows the user to determine
how many chunks are passed on to the final classification stage.
A low 𝑝∗ (permissive threshold) ensures that many chunks are
filtered to the last classification step, allowing the (more precise)
Transformer-based model to correct mistakes by the (less precise)
logistic classifier. At the same time, a low 𝑝∗ increases the compu-
tational cost of the classification pipeline. In contrast, a high 𝑝∗
(impermissive threshold) filters out more chunks, increasing com-
putational efficiency at the potential cost of reduced performance.

Because the appropriate threshold 𝑝∗ can vary from one appli-
cation to the next, based on the available computational resources
and the tolerance for mistakes, it is recommended to choose 𝑝∗
after examination of different performance criteria. In most legal
applications, computational outputs are subject to final review. In
this setting, the costs of a false negative far outweigh the costs
of a false positive, because reviewing for false negatives requires
re-reading the entire long document. In this setting characterized
by risk aversion, it appears particularly recommended to focus on
recall at the initial classification stage.

Since logistic regression tends to overfit on training data when
the number of features is large, we select as inputs the top 100
features that have the highest information gains, meaning they are
statistically most indicative of the label of a chunk. We then feed
the text chunk to the classifier using the 100-token bag-of-word
representation. During training, positive examples are given 1,000
times the weight of negative examples to ensure that the second-
stage model only filters out examples that are clearly negative.

3.2.3 RoBERTa Classification. In a last step, we use a computa-
tionally costly but more accurate classifier to generate the final
predictions. Once again, there are a range of classifiers to choose
from, and we opt for a finetuned RoBERTa classifier.

RoBERTa is a large language model that is structurally the same
as BERT but is trained with a dataset 10 times larger than BERT’s
corpus.[27] We finetune the model using training examples passed
down from the filtering stage, which include the true positives,
false positives, and false negatives. We include examples the logistic
classifier mistakenly labeled as negative to increase the number of
positive examples in RoBERTa’s training dataset.

4 RESULTS
We test the proposed approach against three clauses in CUAD (Audit
Rights, Cap on Liability, and License Grant). In the following section,
we investigate how the pipeline performs, stage by stage, focusing
on the example of Audit Rights.

Table 2: The performance of the logistic classification model
on Audit Rights given different predicted probability thresh-
old 𝑝∗. The Precision and F1 columns are colored gray be-
cause in most legal applications, the primary focus of the
user should be on Recall and % passed to RoBERTa under the
different thresholds 𝑝∗.

Threshold 𝑝∗ Precision Recall F1 % passed to RoBERTa
0.1 12.79% 97.02% 22.60% 24.28%
0.2 14.29% 97.02% 24.90% 21.74%
0.3 15.40% 97.02% 26.57% 20.17%
0.4 16.41% 96.81% 28.06% 18.88%
0.5 17.25% 95.96% 29.25% 17.80%
0.6 18.14% 95.96% 30.51% 16.93%
0.7 19.14% 95.74% 31.90% 16.01%
0.8 20.40% 94.89% 33.58% 14.89%
0.9 22.19% 93.40% 35.87% 13.47%

4.1 Chunking
The longest labeled span for Audit Rights has a length 𝑇𝑚𝑎𝑥 of
465 tokens, while the shortest has a length 𝑇𝑚𝑖𝑛 of 2. We therefore
set the stride to𝑚𝑎𝑥 (64,𝑊 −𝑇𝑚𝑎𝑥 + 1) = 64 to avoid generating
an excessive amount of chunks. The chunking process generates
83, 118 chunks across the entire dataset. The statistics are depicted
in Table 1.

4.2 Filtering
The logistic classifier, despite its relative simplicity, performs well
on the task of filtering out obviously negative inputs. As seen in
Table 2, the model manages to trim out a significant portion of input
chunks while maintaining a high recall. It can filter out 79.83% of
the inputs with a recall of 97.02%, or maintain a 94.89% recall while
passing down only 14.89% of the inputs. That is because, as shown
in Figure 2, the vast majority of the inputs have a predicted proba-
bility lower than 0.1. Since training of the RoBERTa model without
stopping conditions is of linear time complexity with regards to
the number of training examples, using the second-stage logistic
classification model filters out simple negative examples. The user
can decide on a predicted probability threshold p* based on their
risk tolerance, computational resources, the model’s recall and the
percentage of inputs it passed down to RoBERTa.

For the purpose of demonstrating that the pipeline performs
well across different thresholds, rather than choosing a specific
threshold, we evaluate it on multiple thresholds.

4.3 RoBERTa Classification
The performance of the RoBERTa classification model is depicted
in the second row of Figure 3. The AUROCs are high across all
filtering thresholds, with a slight decrease towards higher thresh-
olds, suggesting that the classification becomes more challenging
as there are fewer inputs that are obviously negative.

Assessing the entire pipeline at a threshold of 𝑝∗ = 0.3, the
three-stage process achieves a higher AUROC (97.28%) compared
to that of the baseline RoBERTa model (92.41%), while reducing
the pipeline’s total training time by 82.67%. Our proposed method
also achieves an F1 score (79.22%) on par with the baseline model’s
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Table 3: Performance and the training/inference time of the entire pipeline using different filtering thresholds 𝑝∗. In the
baseline where 𝑝∗ = 0.0, every input is passed down to the second-stage RoBERTa-base model for training and evaluation. The
pipelines are allowed to utilize 8 Intel Xeon Platinum 8259CL CPUs and 3 Nvidia Tesla T4 GPUs.

Clause 𝑝∗ Second Stage (LR) Third Stage (RoBERTa) Entire Pipeline
Recall %examples Recall F1 𝑇𝑖𝑚𝑒𝑇 F1 AUROC 𝑇𝑖𝑚𝑒𝑇 𝑇𝑖𝑚𝑒𝐼

Audit
Rights

0.0 — 100.00% 79.79% 78.95% 100.00% 78.95% 92.41% 100.00% 100.00%
0.1 97.02% 24.28% 78.73% 76.71% 20.24% 75.58% 96.86% 22.02% 23.57%
0.2 97.02% 21.74% 88.16% 79.53% 17.47% 78.44% 97.25% 19.24% 21.29%
0.3 97.02% 20.17% 84.87% 80.37% 15.56% 79.22% 97.28% 17.33% 20.03%
0.4 96.81% 18.88% 87.25% 82.97% 15.11% 81.69% 97.29% 16.88% 18.79%
0.5 95.96% 17.80% 86.70% 78.75% 13.92% 77.27% 96.78% 15.70% 17.75%
0.6 95.96% 16.93% 86.70% 82.75% 13.19% 81.12% 96.97% 14.97% 16.90%
0.7 95.74% 16.01% 86.67% 79.67% 12.02% 78.08% 96.81% 13.80% 15.93%
0.8 94.89% 14.89% 88.57% 80.78% 10.72% 78.84% 96.26% 12.50% 14.80%
0.9 93.40% 13.47% 85.65% 80.26% 9.79% 77.69% 95.63% 11.58% 13.41%

License
Grant

0.0 — 100.00% 77.34% 76.65% 100.00% 77.34% 95.05% 100.00% 100.00%
0.1 96.70% 36.71% 80.97% 79.94% 33.66% 78.62% 96.12% 35.40% 52.45%
0.2 95.88% 33.79% 77.94% 79.13% 30.44% 77.44% 95.82% 32.18% 48.22%
0.3 94.78% 31.80% 83.04% 81.57% 27.69% 79.42% 95.12% 29.42% 45.97%
0.4 94.23% 30.25% 78.86% 79.33% 26.25% 76.96% 94.97% 27.98% 42.38%
0.5 93.96% 28.93% 80.12% 80.71% 24.88% 78.17% 95.00% 26.62% 39.91%
0.6 93.41% 27.85% 81.18% 79.20% 23.74% 76.56% 94.63% 25.47% 38.46%
0.7 92.03% 26.52% 81.49% 80.47% 21.62% 77.17% 93.82% 23.37% 35.49%
0.8 91.07% 24.93% 82.96% 81.60% 20.48% 77.85% 93.50% 22.21% 33.15%
0.9 89.56% 22.48% 83.31% 81.32% 19.77% 77.00% 92.65% 21.50% 29.62%

Cap on
Liability

0.0 — 100.00% 74.61% 76.16% 100.00% 76.16% 94.29% 100.00% 100.00%
0.1 96.87% 54.62% 77.35% 78.23% 52.43% 76.97% 92.07% 55.06% 35.75%
0.2 96.87% 49.42% 76.70% 79.00% 47.49% 77.70% 94.94% 50.15% 32.71%
0.3 96.55% 45.86% 78.57% 78.70% 43.67% 77.32% 95.25% 46.35% 30.85%
0.4 95.92% 43.22% 78.43% 78.30% 41.85% 76.68% 94.83% 44.53% 29.30%
0.5 95.61% 40.67% 76.07% 76.69% 38.48% 74.96% 94.82% 41.16% 28.18%
0.6 95.30% 38.38% 76.97% 79.86% 35.50% 77.87% 94.94% 38.20% 26.88%
0.7 93.73% 36.11% 79.26% 79.80% 34.40% 77.20% 94.43% 37.10% 25.58%
0.8 93.10% 33.24% 84.18% 83.19% 31.81% 80.26% 94.09% 34.53% 24.15%
0.9 92.16% 29.71% 81.97% 81.14% 27.40% 77.87% 93.97% 30.10% 23.79%

78.95%. We surmise that is because, as the logistic regression model
filters out most of the examples at the training stage with high confi-
dence, the RoBERTamodel can focus on discerning a narrower band
of cases the upstreammodel deems challenging, therefore achieving
a higher overall AUROC with much fewer training examples.

4.4 Additional Experiments
We evaluate the proposed approach on two other legal clauses in
CUAD, Cap on Liability and License Grant. The performance can be
found in Table 3. In both cases, the proposed pipeline achieves an
AUROC score that is on par with or surpassing the baseline perfor-
mance, suggesting the pipeline is adaptable to different tasks. For
License Grant, at a threshold of 𝑝∗ = 0.3, the pipeline achieves an
AUROC score of 95.12% compared to the baseline model’s 95.05%.
ForCap on Liability, the pipeline surpasses the baseline’s 94.29%AU-
ROC, demonstrating a better ability at discerning positive chunks.
Again, we note that the higher performance might be a conse-
quence of the more focused training task that is centered around
distinguishing difficult examples. The pipeline achieves high per-
formance while significantly reducing the RoBERTa training time
by at least 47.6%.

5 DISCUSSION
We proposed a three-stage cascading pipeline for long legal docu-
ment classification. In a legal document classification benchmark,
the filter based on a logistic regression classifier accurately removes
a sizeable proportion of negative inputs while feeding a smaller
portion of challenging examples to the Transformer-based classifier.
The efficient cascading pipeline achieves performance surpassing
the an alternative approach without a filter. Our suggested pipeline
is simple to integrate, significantly decreases the amount of time
spent training the Transformer-based model and speeds up long-
input inference.

Unlike other approaches that implement the efficiency-improving
measures into the LLM architecture (such as BigBird [42]), the pro-
posed three-stage pipeline allows researchers to balance overall
efficiency against predictive quality by adjusting the proportion
of negative examples to filter at the second stage. Our approach
can easily be integrated with existing classification systems. For in-
stance, users can replace the third-stage RoBERTa base model with
a Longformer model that supports inputs as long as 4,096 tokens.
The longer input sequence, together with the dynamic chunking,
increase the maximally allowed stride to 4096−𝑡𝑚𝑎𝑥 +1, potentially
improving the pipeline efficiency even further.
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Figure 2: The distribution of the predicted probabilities for
the Audit Rights test set. The vast majority of the inputs
(75.6%) have a predicted probability lower than 0.1.
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Figure 3: The performance of the pipeline on Audit Rights
at different stages.

Inputs that are clearly irrelevant to the task should not take
the same amount of floating point operations to classify as more
challenging inputs do. The model should also spend less time and

energy finetuning on simple examples. The proposed three-stage
approach thus complements the latest development in LLMs by
directing the Transformer-based models to more challenging inputs
and shortening the finetuning process.

As this paper primarily focuses on the three-stage pipeline’s
application in legal document classification, additional evaluations
are needed to assess the applicability and utility of the cascading
approach to the broader set of tasks involving long document clas-
sification and information retrieval. We also do not explore the in-
tegration of the cascading pipeline with other efficiency-improving
measures. We look forward to future research on cascading LLM
pipelines that dynamically target the training and inferring efforts
to the more challenging examples.
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